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Abstract
Background  The ability of an expert’s item difficulty ratings to predict test-taker actual performance is an important 
aspect of licensure examinations. Expert judgment is used as a primary source of information for users to make prior 
decisions to determine the pass rate of test takers. The nature of raters involved in predicting item difficulty is central 
to set credible standards. Therefore, this study aimed to assess and compare raters’ prediction and actual Multiple-
Choice Questions’ difficulty of the undergraduate medicine licensure examination (UGMLE) in Ethiopia.

Method  815 examinees’ responses to 200 Multiple-Choice Questions (MCQs) were used in this study. The study also 
included experts’ item difficulty ratings of seven physicians who participated in the standard settings of UGMLE. Then, 
analysis was conducted to understand experts’ rating variation in predicting the actual difficulty levels of examinees. 
Descriptive statistics was used to profile the mean rater’s and actual difficulty value for MCQs, and ANOVA was used to 
compare the mean differences between raters’ prediction of item difficulty. Additionally, regression analysis was used 
to understand the interrater variations in item difficulty predictions compared to the actual difficulty. The proportion 
of variance of actual difficulty explained from rater prediction was computed using regression analysis.

Results  In this study, the mean difference between raters’ prediction and examinees’ actual performance was 
inconsistent across the exam domains. The study revealed a statistically significant strong positive correlation 
between the actual and predicted item difficulty in exam domains eight and eleven. However, a non-statistically 
significant very weak positive correlation was reported in exam domains seven and twelve. The multiple comparison 
analysis showed significant differences in mean item difficulty ratings between raters. In the regression analysis, 
experts’ item difficulty ratings of the UGMLE had 33% power in predicting the actual difficulty level. The regression 
model also showed a moderate positive correlation (R = 0.57) that was statistically significant at F (6, 193) = 15.58, 
P = 0.001.

Conclusion  This study demonstrated the complex process for assessing the difficulty level of MCQs in the UGMLE 
and emphasized the benefits of using experts’ ratings in advance. To ensure the exams maintain the necessary reliable 
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Background
To increase patient safety and public trust, medical grad-
uate licensure examinations aimed to assess physicians’ 
minimal performance believed to be necessary to prac-
tice medicine safely and effectively [1–3]. In this regard, 
the assessment of a graduate’s competency level with 
a defensible licensing examination and its valid exam 
scores from a well-defined standard-setting procedure 
has become the prerequisite for healthcare practices [4].

The validity of professional readiness examination 
scores mostly depends on the cut-off score determined 
by experts’ judgments on each item, and a full exam 
against the predicted performance of exam takers’ [5, 6]. 
To this end, expert judgments should be made with great 
emphasis on a reasonable degree of predicting the actual 
scores of examinees. Therefore, considering the exam 
item’s complexity against the expected test-taker perfor-
mance has become a mandatory prior judgments [7].

Generating evidence about the level of item difficulty 
in licensure examinations has become a challenging task 
for raters because of the need for accurate and reliable 
information [8]. Therefore, the item difficulty predic-
tion ability of experts is an important aspect of licensure 
examinations and depends on expert’s knowledge, skill, 
and professional passion. This is because expert judg-
ment are used as the primary source of information for 
predicting examinees’ actual performance in making 
decisions congruent with the intended purpose of patient 
safety and public trust [9–11]. Studies also showed that 
raters’ variation of examinees’ performance prediction 
was due to their differences in educational background, 
professional role, socioeconomic status, knowledge, and 
experience on standard-setting [12–14].

A significant number of studies have been conducted 
to explore the consistency among experts’ ratings and its 
alignment with the actual examinees’ performance in line 
with the intended purpose of the examination [15]. For 
instance, studies have shown variations in raters’ judg-
ment accuracy due to the difference in their experience 
and skill in item difficulty ratings [10, 16]. A study also 
conducted in Taiwan on registered Nurse Licensure exam 
has shown a high frequency of inconsistency between 
examinees’ actual performance and expert item difficulty 
ratings [17]. However, a research finding has also shown 
agreement between raters’ prediction of item difficulty 
and examinees’ actual performance scores [18].

Therefore, this study aimed to explore experts’ predic-
tion of MCQ item difficulty as compared to the exam-
inees’ actual difficulty score of Undergraduate Medical 

Licensure Examination (UGMLE) in Ethiopia. Specifi-
cally, this study aimed to answer the following research 
questions.

1.	 How much do the experts’ ratings of the MCQs’ 
difficulty levels agree on Undergraduate Medical 
Licensure Examination in Ethiopia?

2.	 Do experts’ rating of the MCQ items on the 
Undergraduate Medical Licensure Examination in 
Ethiopia predict the actual difficulty?

Methods and study design
Study design
This study used a cross-sectional survey design to explore 
experts’ prediction of item difficulty in the UGLME. This 
study aimed to assess and compare raters’ prediction of 
item difficulty and examinees’ actual performance in 
UGMLE.

Study participant selection and data sources
The study data comprise seven physicians item difficulty 
ratings of  200 MCQ. These physicians were selected 
purposefully from different clinical specialties for stan-
dard settings of UGMLE. They were selected based on 
the national licensure examination criteria, which stated 
that experts involved in item rating for standard setting 
should have an MSc or clinical specialty with a minimum 
of 4 years of higher education teaching experience [19]. 
Additional data was collected from exam booklets of 815 
(100%) examinees of UGMLE. The licensure examina-
tion examinees’ data and rater prediction of item diffi-
culty values were obtained from the Federal Ministry of 
Health, health professional competency assessment, and 
licensing directorate exam database.

Data analysis
200 MCQs’ actual difficulty values were computed from 
the existing dataset and compared against the seven rat-
ers’ difficulty ratings. The variation between the rater 
prediction and the actual item difficulty values was com-
puted to assess the effect of the experts’ judgment on the 
standard setting of the UGMLE cut-off score. The mean 
difference of the rater’s prediction across exam domains 
was compared against the actual item difficulty to iden-
tify the effect of prediction on actual performance. The 
overall rater prediction agreement and the mean differ-
ences between raters were also computed in this study 

and valid scores, raters’ accuracy on the UGMLE must be improved. To achieve this, techniques that align with the 
evolving assessment methodologies must be developed.

Keywords  Licensure examination, Undergraduate medicine, Expert judgment, Ethiopia



Page 3 of 8Wonde et al. BMC Medical Education         (2024) 24:1016 

to assess the quality of the experts’ judgments in the 
UGMLE.

The statistical analysis was performed using SPSS ver-
sion 27.0 (IBM Corp, Armonk, NY, United States of 
America), and descriptive statistics were presented as 
the frequency, mean, and standard error (mean ± SE). 
The results of this study findings are presented in tables. 
Regression analysis was performed to measure the linear 
relationship between raters’ item difficulty rating in the 
prediction of the actual difficulty across exam domains. 
One-way ANOVA was used to examine the mean differ-
ence between rater’s ratings in the UGMLE. P < 0.05 was 
considered to indicate statistical significance.

Ethical considerations
The study protocol was approved by the Jimma Univer-
sity, Health Institute Research Review Board (Reference 
No. IHRPG/868/20) and the Norwegian Data Protec-
tion Authority (Reference number 321099) for the use 
of UGMLE data for research. All study participants’ data 
and examinees’ identifiers were mentioned anonymously 
for confidentiality.

Results
This study presents the findings in four sections. Sec-
tion  1 presented the overall descriptive statistics and 
the study participants. Section  2 the proportion of the 
variance in the dependent variable predicted from inde-
pendent variables. Section  3 examines the comparison 
between inter-rater difficulty and actula difficulty cor-
relations. Finally, Section 4 summarizes the result of the 
regression analysis on the raters’ ability to predict the 
actual difficulty levels.

Study participant profile
This study analysed the actual difficulty of 200 MCQ and 
item difficulty ratings of seven experts of the UGMLE. 
These seven experts were carefully chosen based on 
their specialization and years of teaching experience. 
These experts had five to twelve years of teaching experi-
ence and two to four years of taking part in the UGMLE 

process. However, out of the seven experts, rater four was 
excluded in subsequent analysis after being presented in 
the descriptive result table due to his contribution only 
in ratings of 30 MCQs out of 200 MCQs of the UGLME. 
Therefore, six raters and the score-recorded data from 
815 examinees were used to compute the statistical anal-
yses of this study.

Descriptive analysis of the UGMLE item difficulty ratings
In this study, experts rated 200 MCQs from fourteen 
exam domains to determine the examinees’ cut-off 
scores, and the study included all item data of the exam 
booklet. Table  1 presents the descriptive statistics sum-
mary of the raters’ average ratings and actual difficulty 
scores.

As shown in Table  1, the mean expert’s rating of the 
item difficulty of the UGMLE was found between 59.39 
and 64.67 and the mean value was 62.04. Furthermore, 
the actual mean examinees’ performance mean score was 
60.93.

Analysis of the predictive power of raters’ on the actual 
exam difficulty values across exam domains
Table 2 presents the analysis of the experts’ rating predic-
tive power on the actual performance across the fourteen 
exam domains of UGMLE. The study identified inconsis-
tencies in the mean difference between raters’ prediction 
and actual performance. For instance, in exam domain 
thirteen, the mean actual performance (Mean = 41.74, 
SE = 6.19) was 30.4% lower than the mean rater pre-
diction (Mean = 59.93; SE = 1.71). Whereas in domain 
three the mean actual performance (Mean = 70.99, 
SE = 4.34) was greater than the mean rater prediction 
(Mean = 64.46; SE = 1.14) by 10.1%. Overall, in this study, 
the maximum differences were observed in exam domain 
thirteen (30.4%), domain seven (26.4%), and domain 
eleven (25.5%). On the other hand, the minimum differ-
ences were observed in exam domain four (0.1%), domain 
one (1.2%), and domain two (2.4%) (Table 2).

The relationship between raters’ perceived diffi-
culty and examinees’ actual difficulty value was com-
puted using linear regression analysis for each of the 
fourteen exam domains. The proportion of variance in 
actual difficulty explained by raters’ prediction identi-
fied a wide difference in degrees of determination across 
exam domains. As depicted in Table  2, the regression 
model showed a statistically significant relationship in 
exam domain eight, F (1, 4) = 16.05, P = 0.016, and exam 
domain eleven F (1, 6) = 17.86, P = 0.006. The value of the 
regression analysis explained 80% (R2 = 0.8) and 74.8% 
(R2 = 0.748) of the variance in actual difficulty explained 
by the raters’ prediction in domains eight and eleven 
respectively. The correlation coefficient of R = 0.895, and 
R = 0.865 in these domains indicated a strong positive 

Table 1  Descriptive statistics of the mean experts’ difficulty 
rating and the actual difficulty values in the UGMLE
Variable N X̄ SD Min Max

Rater one 200 59.39 8.549 30 80
Rater two 200 61.09 8.188 30 80
Rater three 200 62.08 9.873 40 85
Rater four 30 63.67 14.967 30 90
Rater five 200 64.63 8.152 40 90
Rater six 200 64.37 8.753 40 85
Rater seven 200 61.07 7.256 40 80
Average raters rating 62.04 7.89 37 83
Actual Difficulty 200 60.93 23.826 4 99
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correlation between the actual and predicted difficulty 
values. However, the correlation coefficient of R = 0.026, 
and R = 0.157 in domain seven and domain twelve respec-
tively, indicated no correlation between the actual and 
predicted difficulty values. These correlations were not 
statistically significant in domain seven, F (1, 4) = 0.003, 
P = 0.961, and domain twelve F (1, 10) = 0.25, P = 0.625. 
The value of the regression analysis also explained 0.1% 
(R2 = 0.001) and 3% (R2 = 0.03) of the variance in the 
actual difficulty explained by the raters’ prediction in 
these domains respectively.

In general, a non-statistically significant relationship 
with notable mean differences observed in a few domains 
of UGMLE indicated that the observed differences were 
due to random chance rather than a true predictive rela-
tionship. It also indicated that to set a defensible cut 
score, linear regression analyses are more important than 
the mean difference to provide a comprehensive under-
standing of how actual performance is related to raters’ 
prediction.

Raters’ mean differences in item difficulty level ratings
A one-way ANOVA was conducted to compare the mean 
differences across the six raters of UGMLE. The analysis 

showed a significant difference in mean raters’ scores, F 
(5, 1188) = 10.61, p < 0.001. The post-hoc comparisons 
using Tukey’s HSD test were performed to determine the 
differences between raters’ mean difficulty values. The 
analysis of the multiple comparisons is summarized in 
Table 3.

The analysis of multiple comparisons revealed that 
there were statistically significant (p < 0.05) mean dif-
ferences between Rater 1 and Rater 5 (mean dif-
ference = 5.23), between Rater 1 and Rater 6 (mean 
difference = 4.97), between Rater 2 and Rater 5 (mean 
difference = 3.53), between Rater 2 and Rater 6 (mean dif-
ference = 3.27), between Rater 3 and Rater 6 (mean dif-
ference = 2.28) and between Rater 5 and Rater 7 (mean 
difference = -3.56). However, there were statistically non-
significant mean difference observed between the diffi-
culty value ratings of the other raters.

Correlation analysis
The agreement between expert ratings and actual diffi-
culty for MCQ requires a thorough comparison between 
interrater and actual difficulty scores. To this end, 
the correlations between raters’ rating values and the 
actual difficulty were computed to know whether or not 

Table 2  The proportion of variance of rater prediction in determining the examinees’ actual performance across the fourteen exam 
domains of UGMLE
Domain No. of MCQs Rater difficulty level Actual difficulty level Model

Mean SE Mean SE R Square SE F Sig.
One 24 62.86 4.61 62.06 2.56 0.48 16.59 20.53 0.000
Two 24 63.3 1.77 64.83 3.75 0.25 16.32 7.16 0.014
Three 26 64.46 1.14 70.99 4.34 0.17 20.55 5.01 0.035
Four 24 64.84 1.42 64.78 5.44 0.37 21.56 13.17 0.001
Five 24 65.34 0.94 72.54 4 0.42 15.27 15.96 0.001
Six 8 60.31 1.07 55.34 9.26 0.13 26.41 0.89 0.382
Seven 6 59.17 3 43.54 9.9 0.001 27.1 0.003 0.961
Eight 6 58.19 3.96 55.42 11.46 0.8 14.02 16.05 0.016
Nine 10 58.65 1.99 62.73 7.06 0.29 27.05 3.18 0.112
Ten 8 58.6 5.6 62.7 19.9 0.39 16.82 3.87 0.097
Eleven 8 54.69 2.7 40.74 7.34 0.75 11.25 17.86 0.006
Twelve 12 59.65 1.84 51.51 5.24 0.03 18.79 0.25 0.625
Thirteen 12 59.93 1.71 41.74 6.19 0.13 20.96 1.49 0.249
Fourteen 8 59.06 1.79 63.22 7.4 0.096 21.49 0.64 0.455
Total 200 62.04 0.564 60.93 1.68 0.32 19.66 16.55 0.000

Table 3  The Mean difference between two raters (I-J) using post hoc multiple comparisons
Mean difference (I-J)

Rater (I) Rater (J) 1 2 3 5 6 7
1 0.00
2 1.75 0.00
3 2.73** 0.98 0.00
5 4.95** 3.20** 2.23 0.00
6 5.00** 3.25** 2.28 0.50 0.00
7 1.58 -0.17 -1.15 -3.37** -3.42** 0.00
**The mean difference is significant at 0.05
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statistically significant relationships exist. Table  4 pres-
ents the summary results of the comparison between 
inter-rater ratings of MCQs’ difficulty score and the 
actual difficulty values.

As indicated in Table  4, the Pearson correlation coef-
ficient of inter-rater ratings ranged between r = 0.725 and 
r = 0.838. These inter-rater correlation coefficient values 
indicated a strong positive correlation among raters’ pre-
diction in the UGMLE that were statistically significant 
at p < 0.001. Similarly, a statistically significant correla-
tion value at p < 0.001 was found between the actual dif-
ficulty values and individual raters’ ratings in 200 MCQs 
of the UGMLE. These correlation coefficient values were 
ranged between r = 0.455 and r = 0.545 that indicated 
moderate positive correlations between raters’ perceived 
difficulty and examinees’ actual difficulty.

Regression analysis
In this study, the six experts’ item difficulty ratings of 
the UGMLE had 33% power in predicting the actual dif-
ficulty level. This means that the remaining 67% of the 
variance was determined by other variables beyond the 
raters’ ratings of difficult values. The regression analy-
sis showed that the model was statistically significant at 
F (6, 193) = 15.58, P = 0.001, and the proportion of vari-
ance explained in the model was R2 = 0.33 (R = 0.57, and 
adjusted R2 = 0.31). The correlation coefficient of R = 0.57 
indicated a moderate positive correlation between the 
actual examinees’ performance and experts predicted dif-
ficulty value.

Discussion
This study focused on item analysis of 200 MCQ recorded 
data from of 815 UGMLE examinees and item difficulty 
ratings of seven physicians from different clinical special-
ties. These experts who participated in the item difficulty 
rating for standard settings had more than five years of 
teaching experience in higher education institutions. The 
experts’ selection criteria aligned with the national exam 
development directorate guideline for experts to partici-
pate in the standard settings, except the required number 
of experts involved in the process was 7–15. In addition, 
a similar high-stakes examination also involved experts 

with proven subject matter expertise and more than two 
years of teaching experience for item difficulty level rat-
ings [19, 20]. The percentage of borderline examinees’ 
correct answers was used to apply the Angoff method 
of standard settings to determine the cut-off score. This 
method is widely used for standard settings of high-
stakes examinations, including licensure examinations, 
and has been deemed to be the method that best balances 
technical suitability and practicality [21, 22]. The experts 
were presented with a total of 200 MCQs from fourteen 
exam domains for item difficulty ratings to set the cut-off 
score for the examinees’ pass mark decision. Commonly, 
100–200 MCQs were used for such exams and studies 
also have shown a similar number of MCQs for licensure 
examination of physicians and other health profession-
als [23, 24]. This assumption is considering many items 
to improve the reliability and validity of the exam scores.

The mean and standard deviation of the raters’ dif-
ficulty ratings ranged between 59.4 ± 8.5 and 64.6 ± 8.2, 
with a minimum score of 30 and a maximum score of 
90. However, the mean and standard deviation of the 
actual difficulty was 60.9 ± 23.8. This finding was consis-
tent with the difficulty values of similar exams reported 
in Ethiopia, Pakistan, and India [25–27]. This might be 
raters have a similar understanding of the minimum 
performance expected from borderline students in the 
licensure examination. The other possible reason might 
be the similarities in the experts’ qualifications, experi-
ence in item rating, teaching, and clinical experience [28]. 
However, studies carried out in Mongolia and India have 
reported higher mean difficulty values of experts’ rating 
[23, 29].

Again, this study analyzed the variance of raters’ diffi-
culty ratings to predict the actual difficulty across exam 
domains and the full exam items. The study finding noted 
a statistically significant positive linear relationship at 
p < 0.05 between mean raters’ difficulty ratings and the 
actual difficulty in seven of the fourteen exam domains 
of UGLME. This result indicates the MCQs assembled 
across these domains are found to be sound in attain-
ing the intended purpose of the exam [30]. In particular, 
this study demonstrated a statistically significant strong 
positive linear relationship in the UGLME domains eight 

Table 4  The comparison between inter-rater difficulty and actual difficulty values agreement in the UGMLE
Raters R1 R2 R3 R5 R6 R7 Actual Diff
Rater One 1
Rater Two 0.833** 1
Rater Three 0.830** 0.768** 1
Rater Five 0.816** 0.791** 0.725** 1
Rater Six 0.833** 0.793** 0.796** 785** 1
Rater Seven 0.838** 0.784** 0.794** 0.779** 0.830** 1
Actual Diff 0.536** 0.509** 0.545** 0.455** 0.499** 0.489** 1
**. Correlation is significant at the 0.01 level (2-tailed)
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and eleven. This significant relationship indicates that the 
MCQs in these domains are valid to measure the mini-
mal performance of physicians required to deliver health-
care services. This further explained that the UGLME 
items under these domains reflect the cognitive demands 
expected from the examinees [31].

The non-significant relationship predictions of actual 
difficulty in other domains showed that the raters’ 
assessments differed, which may have highlighted the 
subjectivity of item difficulty prediction, the experts’ 
specialization consistency in predicting difficulty levels 
in particular domains, and the rater’s selection criteria 
based on required experiences and domain expertise [20, 
32, 33].

Additionally, this study examined the relationship 
between the interrater difficulty prediction and the actual 
difficulty values. The analysis revealed significant inter-
rater correlations and between raters’ and actual exam-
inees’ performance. These notable relationships between 
raters were in line with the findings reported the signifi-
cance of developing a shared understanding among raters 
to improve the accuracy of predicting the actual difficulty 
of assessments [34].

The significant correlations between the raters’ diffi-
culty and the actual difficulty values, indicated that the 
raters’ difficulty ratings are consistent with the actual dif-
ficulty of the exam. This consistency is essential for the 
validity of licensure examination scores, to reflect the 
cognitive demands expected from the examinees [31]. 
The finding of this study explored that experts’ item dif-
ficulty prediction accounted for only 33% of the actual 
difficulty values, but the remaining 67% of the variabil-
ity was attributed to other unexplored variables. The 
observed limited power (33%) of raters in predicting 
actual difficulty values evidenced the challenge of captur-
ing the details of exam items’ difficulty through expert 
judgment alone. This aligned with the scholar’s sugges-
tion on the need for working on continuous improve-
ment in licensure examination design and administration 
[34] and the importance of adequate training to enhance 
raters’ ability to ensure meaningful contributions to 
examinees’ performance prediction [34].

Investigating the potential sources of the observed 
relationship between the expert ratings and the exam-
inee’s performance score in the UGMLE prediction is 
necessary. The findings and cause of concerns raised 
in this study have called researchers to further explore 
the limitations of relying on experts’ judgment to make 
exam decisions and the need for designing possible miti-
gating mechanisms [31, 35]. In addition, these unex-
plained variabilities might be rooted in the multifaceted 
nature of exam-related factors and other constructs, 
such as item format, examinee characteristics, and non-
test-related attributes [36, 37]. The regression model 

further confirmed that as raters perceived item difficulty 
increased, there was a corresponding increase in the 
actual difficulty levels. This finding was consistent with 
the notion that expert judgments hold value in predicting 
item difficulty but there is a need to explore additional 
variables contributing to the overall construct [38]. The 
statistically significant differences among the experts’ rat-
ings were consistent with other similar study findings of 
rating variations among experts [10, 16]. This implies that 
some raters’ judgments are aligned with the examinees’ 
actual score, whereas others’ predictions deviate from 
reality [39].

Berk (1996) noted several factors that can cause 
variations in the experts’ mean item difficulty ratings 
differences, including the types of items being rated, dif-
ferences in experts’ backgrounds, and a lack of clarity 
in performance standards perceptions [5].For instance, 
rater one and five, rater one and six, rater two and five, 
rater two and six, rater three and six, and rater five and 
seven demonstrated significant item difficulty mean rat-
ing differences. Studies have also reported that exam item 
rater experts’ overestimate or underestimate the examin-
ees’ level of achievement [40–43].

Conclusions
The purpose of this study was to evaluate how well 
experts’ predictions match the actual of difficulty of 
MCQs on the Ethiopian UGMLE. The results revealed 
statistically significant mean differences in item difficulty 
ratings of certain raters, while the other raters did not 
differ significantly. Additionally, the results of the corre-
lation analysis showed a statistically significant moderate 
correlation between the raters’ average ratings and the 
actual difficulty scores and a strong correlation between 
raters. In conclusion, this study highlighted the complex 
nature of rating MCQs’ difficulty level in medical licen-
sure examinations and revealed the potential of using 
expert ratings if considerations are given to improve the 
capabilities of expert.

Implications for theory and practice
In the realm of education and assessment, it is benefi-
cial to compare the prediction of experts with the actual 
difficulty of MCQs on undergraduate medical licensing 
exams. This kind of analysis can shed light on how well 
assessments match learning objectives, how well ques-
tions are designed, and how well the exam is done overall.

The results of this study point to several potential 
explanations for the difference that exists between the 
perceived and actual levels of difficulty in the MCQ of the 
Undergraduate Medicine Licensure Examination. Real-
izing that evaluating MCQ’s difficulty is a complex pro-
cess and is essential. The examination procedure needs 
to be updated often to take these factors into account. 
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This includes stringent review procedures, continuous 
statistical analysis, frequent adjustments to account for 
shifts in medical education and practice, and the hiring 
and training of item writers. Expert evaluations can be 
aligned with examinees’ actual levels of difficulty using of 
consistent feedback mechanisms and a commitment to 
continuous improvement.

MCQs may appear more difficult than planned from 
the perspective of the examines’ if curriculum changes 
have taken place and are not adequately reflected in the 
test. Additionally, the assumptions and biases of experts 
may affect how difficult an MCQ is perceived. It is pos-
sible that this subjectivity does not always match the 
actual difficulty that examinees’ face. If there is no feed-
back loop in place where MCQ results are reviewed and 
improvements are made in response to actual examinees’ 
performance, there may also be persistent discrepan-
cies between the experts’ perceived and actual levels of 
difficulty.

The techniques and standards for peer review of MCQs 
can improve the psychometric qualities of items. Pro-
grams for continuous professional development (CPD) 
that seek to increase the quality of MCQs should take 
note of these findings [44]. Asking teachers or subject 
matter experts to rate MCQs based on their areas of 
expertise is a quick and easy way to determine the level of 
difficulty in advance [45].

This study highlights the need for ongoing efforts to 
enhance rater training to promote consistency prediction 
among raters across exam domains and ensure the valid-
ity of the licensure examination standard-setting process. 
In this regard, licensure examination directorates can 
improve the ability of experts to rate the difficulty levels 
of MCQs in medical licensure examinations in Ethiopia 
by adopting a multidimensional strategy that includes 
expert training, monitoring and evaluation of MCQ item 
development, application of quality assurance mecha-
nisms, and item banking. This approach helps to ensure 
the validity and reliability of licensure examination item 
difficulty rating approaches and thereby the quality and 
fairness of MCQs in medical licensure examinations.
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